
 

Procedia of Social Sciences and Humanities  

International Conference on Emerging New Media and Social Science  
 

 
ISSN 2722-0672 (online), https://pssh.umsida.ac.id. Published by Universitas Muhammadiyah Sidoarjo  

Copyright (c) 2024 Author (s). This is an open-access article distributed under the terms of Creative Commons Attribution License (CC BY).  
To view a copy of this license, visit https://creativecommons.org/licenses/by/4.0/.423    

 

847 
 

 

 

Public Trust in Thailand’s Government by Using Artificial 

Intelligence in Government Services 

 
Korakot Surapraseart1, Asst. Prof. Dr. Noppawan Phuengpha2 

1,2 Faculty of Political Science and Law, Burapha University, Thailand 

*Correspondence Author Email: noppawanp@go.buu.ac.th 

 
 

Abstract. As Thailand advances in its digital transformation journey, Artificial Intelligence (AI) is increasingly being 

integrated into public services to enhance efficiency, transparency, and citizen satisfaction. This study explores how AI 

technologies have been deployed in government services, focusing on Thailand’s Yala Smart City project as a case study. 

The research investigates the benefits of AI in public governance, including improved service delivery, reduced 

corruption, and the enhancement of public trust. Using a quantitative approach, data from public surveys, service usage 

statistics, and policy effectiveness reports were analyzed to assess the public’s trust in AI-powered government services. 

Key findings indicate that AI implementation in public services, particularly in Yala, has improved accessibility, 

transparency, and efficiency, contributing to increased trust in the government. However, concerns about data privacy, 

ethical use of AI, and the digital divide remain prevalent. This paper also discusses the importance of regulatory 

frameworks, data privacy safeguards, and mechanisms for accountability to ensure the ethical deployment of AI. 

Recommendations are provided for improving public trust through responsible AI governance and continuous stakeholder 

engagement, emphasizing the role of inclusivity and transparency in the digital era. The lessons from Yala’s Smart City 

initiative offer valuable insights for other regions aiming to adopt AI in their government services. 
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I. INTRODUCTION 
Thailand’s journey towards digital transformation has seen a remarkable integration of AI in 

various sectors, including public governance. As governments worldwide seek ways to enhance 

service delivery, AI has emerged as a promising tool that can not only boost efficiency but also foster 

transparency and accountability—two critical pillars in building and sustaining public trust. 

AI, with its capabilities in data analysis, automation, and real-time monitoring, has the potential 

to revolutionize how governments interact with citizens. By streamlining services, improving 

response times, and offering personalized solutions, AI provides a pathway for governments to better 

meet the needs of their populations. However, with these benefits come significant challenges. As 

governments adopt AI, they must also contend with issues of ethics, data privacy, transparency, and 

the risk of biases embedded in algorithms. The responsible deployment of AI in public services is 

essential to ensure that it enhances trust rather than erodes it. 

The government of Thailand, recognizing the potential of AI, has implemented various AI-

driven initiatives in the public sector, particularly in regions like Yala, which is a designated “smart 

city.” These initiatives include AI systems for smart living, governance, and environmental 

management. Such efforts aim to improve the quality of life for citizens by providing efficient, secure, 

and accessible public services. 
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One of the key factors in public trust is transparency in decision-making. In the context of AI, 

this means disclosing how algorithms function, how data is used, and how decisions are made. 

Moreover, mechanisms for accountability must be established to address concerns and resolve 

disputes arising from AI-based systems. As Thailand continues its journey towards AI-driven 

governance, understanding how these technologies impact public trust is vital. 

This paper seeks to explore the role of AI in fostering public trust in Thailand’s government 

services. Specifically, it examines how AI initiatives in Yala have contributed to enhancing 

transparency, efficiency, and inclusivity. Using a quantitative approach, the study analyzes public 

perception data, adoption rates, and satisfaction levels, providing insights into how AI is shaping the 

future of governance in Thailand. 

 

II. METHODS 
This study employs a quantitative approach to assess the impact of AI on public trust in 

government services in Thailand, focusing on the smart city initiative in Yala. Data was collected 

through structured surveys distributed to residents who have interacted with AI-driven government 

services, including smart living systems, governance platforms, and environmental monitoring tools. 

The survey captured respondents’ levels of trust in the government before and after the adoption of 

AI technologies, satisfaction with service delivery, and perceptions of transparency and 

accountability. 

Additionally, the study analyzed data on service efficiency, comparing response times, resource 

allocation, and overall service quality before and after AI integration. Security incidents and data 

privacy concerns were also monitored, providing a comprehensive understanding of how AI impacts 

both the efficacy of government services and public trust. 

Data was analyzed using statistical methods, including correlation and regression analysis, to 

determine the relationship between AI implementation and public trust. Descriptive statistics were 

used to present the demographic profiles of respondents, while inferential statistics helped to establish 

the significance of the findings. The study also accounted for potential biases by including control 

variables such as digital literacy levels and socio-economic status. 

 

III. FINDINGS AND DISCUSSION 
The integration of Artificial Intelligence (AI) in public services has the potential to 

significantly enhance governance, service delivery, and transparency. In this section, we will explore 

the findings related to the Yala Smart City initiative in Thailand, focusing on the impact of AI on 

public trust, service efficiency, data privacy, and ethical concerns. The discussion will reflect on the 

key outcomes, challenges, and implications for future AI governance in public services. 

 

1. Improved Public Trust through Transparency and Accountability 

One of the most significant findings from the Yala Smart City initiative is the correlation 

between AI implementation and improved public trust. AI technologies have been instrumental in 

increasing the transparency of government processes, especially in decision-making and service 

delivery. For example, the use of AI-driven systems for resource allocation and the management of 

public services in Yala has provided citizens with real-time updates on government operations. This 

transparency fosters trust, as citizens are able to verify how decisions are made and monitor the 
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outcomes (Lovelock & Polman, 2022). 

Moreover, the automation of public services reduces the potential for human error and 

corruption, which are often cited as barriers to trust in government institutions (Zhong & Chen, 2020). 

AI systems, when used effectively, provide a neutral platform for decision-making based solely on 

data, which diminishes the influence of bias or favoritism. By enabling consistent and fair practices, 

AI contributes to an environment of accountability that aligns with the public's expectations for 

ethical governance. 

However, while AI has enhanced transparency, concerns remain regarding the ability of 

citizens to fully understand the decisions made by these systems. AI models, particularly those that 

rely on machine learning algorithms, can be opaque and difficult to interpret (Toreini et al., 2020). 

To address this, it is essential for governments to implement explainable AI (XAI) systems, which 

make the decision-making process more understandable to non-experts, thereby increasing public 

confidence in the technology. 

 

2. Increased Efficiency in Public Service Delivery 

Another key finding is the impact of AI on service efficiency in Yala’s Smart City. AI-

powered tools such as chatbots, automated systems, and predictive analytics have streamlined public 

services, reducing wait times and improving accessibility (Chui & Manyika, 2021). For instance, the 

Smart Economy initiative, which includes an AI-driven marketplace, has simplified transactions for 

both citizens and small businesses by offering e-commerce platforms tailored to local needs. 

The integration of AI in public services has also optimized resource allocation. For example, 

in the Smart Living project, facial recognition technology and smart poles equipped with AI systems 

enhance public safety by automating emergency response services. Predictive analytics allow law 

enforcement agencies to respond more effectively to potential security threats, further reinforcing 

public trust in AI (Hengstler et al., 2016). 

Nevertheless, while AI has undoubtedly improved efficiency, there is still a digital divide that 

hinders equal access to these services. Rural areas, where digital infrastructure is less developed, face 

significant barriers in accessing AI-powered services, which may exacerbate inequalities (Fang et al., 

2018). To mitigate this, the Thai government has taken steps to improve digital infrastructure and 

increase digital literacy across the country, although there remains room for further investment in 

bridging the digital gap. 

 

3. Data Privacy and Ethical Concerns 

Although AI has brought significant benefits to public services, data privacy and ethical 

concerns have emerged as key challenges. Citizens are increasingly concerned about how their 

personal data is collected, stored, and used by AI systems (Jobin et al., 2019). In the Yala Smart City 

initiative, AI technologies such as facial recognition and predictive policing have raised concerns 

about surveillance and potential misuse of data. These concerns are particularly pronounced in light 

of the growing capabilities of AI to analyze vast amounts of personal information. 

The Thai government has implemented data privacy safeguards, including data anonymization 

and encryption protocols, to address these issues (Watson et al., 2021). However, there is still a lack 

of public awareness about these protections, leading to continued distrust in the technology. For 



 

Procedia of Social Sciences and Humanities  

International Conference on Emerging New Media and Social Science  
 

 
ISSN 2722-0672 (online), https://pssh.umsida.ac.id. Published by Universitas Muhammadiyah Sidoarjo  

Copyright (c) 2024 Author (s). This is an open-access article distributed under the terms of Creative Commons Attribution License (CC BY).  
To view a copy of this license, visit https://creativecommons.org/licenses/by/4.0/.423    

 

850 
 

public trust to be sustained, it is essential for governments to increase transparency about how AI 

systems handle personal data and ensure compliance with data protection regulations. 

Furthermore, ethical considerations, particularly related to bias in AI algorithms, need to be 

addressed. AI systems are only as good as the data they are trained on, and biased datasets can lead 

to discriminatory outcomes (Eubanks, 2018). For example, if an AI system is trained on data that 

reflects existing societal biases, it may perpetuate those biases in its decision-making processes. This 

issue underscores the importance of using diverse and representative datasets and regularly auditing 

AI systems to ensure fairness and prevent unintended consequences. 

 

4. The Role of Regulatory Frameworks 

The findings also highlight the critical role of regulatory frameworks in ensuring the 

responsible deployment of AI in public services. The Thai government has recognized the need for 

clear regulations to guide the ethical use of AI, particularly in areas such as data privacy, 

accountability, and citizen rights (Floridi et al., 2018). By establishing rules that govern AI use, the 

government aims to mitigate risks while fostering public trust. 

In Yala, regulatory measures have been put in place to enforce transparency in AI decision-

making and provide citizens with mechanisms to contest decisions they believe to be unfair. For 

instance, AI-driven systems used in resource allocation are required to disclose the criteria used for 

decision-making, and there are avenues for citizens to appeal if they feel their rights have been 

violated (Crawford et al., 2019). 

Additionally, continuous monitoring and evaluation of AI systems are critical to ensuring that 

these technologies remain accountable to the public. The establishment of independent oversight 

bodies can help maintain the integrity of AI systems by regularly auditing their performance and 

ensuring that they operate in the public interest (Mittelstadt et al., 2016). Such measures are essential 

for building long-term trust in AI and ensuring that these systems are used ethically. 

 

5. Inclusivity and Bridging the Digital Divide 

Inclusivity remains a key concern in the deployment of AI in public services. The digital 

divide, which disproportionately affects rural and marginalized populations, presents a significant 

barrier to the equitable use of AI (Wang & Tang, 2022). While urban areas like Yala have benefited 

from AI advancements, rural communities often lack the necessary infrastructure and digital literacy 

to access these services. 

The Thai government has taken steps to bridge the digital divide by investing in digital 

infrastructure in underserved areas and providing digital literacy training (Huang et al., 2020). 

However, these efforts need to be expanded to ensure that all citizens, regardless of their location or 

socioeconomic status, can benefit from AI-powered public services. Inclusivity is not only a matter 

of access but also of participation in the design and implementation of AI systems. Engaging diverse 

stakeholders in the development of AI services ensures that the technology addresses the needs of all 

citizens and fosters greater trust.   

 

IV. CONCLUSIONS 
The findings from the Yala Smart City initiative illustrate the potential of AI to transform public 
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services by enhancing transparency, efficiency, and accountability. AI has proven to be a valuable 

tool in building public trust, particularly when implemented with strong regulatory frameworks and 

safeguards to protect citizen rights. However, challenges related to data privacy, ethical concerns, and 

the digital divide must be addressed to ensure that AI benefits all members of society. 

The Thai government’s approach to integrating AI into public services provides important 

lessons for other regions seeking to adopt similar technologies. By prioritizing transparency, 

inclusivity, and ethical governance, governments can build public trust in AI and unlock the full 

potential of these technologies to improve public service delivery. As AI continues to evolve, ongoing 

engagement with stakeholders and continuous monitoring of AI systems will be essential to 

maintaining public trust and ensuring the responsible use of AI in government services. 
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